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Abstract

Self-organized criticality is a property of dynamical systems that is being stud-
ied as one of the means that complexity develops in nature. Model exhibiting
self-organized criticality have been used to model certain events like forest fires,
earthquake fault lines, and so on. The first of such models was the Abelian Sand-
pile Models are the model first presented by Physicists Per Bak, Chao Tang, and
Kurt Weisenfeld in their 1987 paper (see [BTW8T]). Essentially, models display-
ing self-organized criticality tend to reach a critical point between what is called
a phase transition, which is effectively the same kind of phase transition we see
in matter. Because of the possibility of applying this property to nature’s mecha-
nisms, the models displaying them are of interest to physicists and other natural
scientists. In this paper we explore the Activated Random Walk, a model that in
certain forms does exhibit self-organized criticality, and explore the mathematics
behind a recently created stochastic process by my advisor coined Layer Perco-
lation, and how we can use the mathematical findings from Layer Percolation to
discover new properties relating back to Activated Random Walks in order to
make new claims about the nature of the self-organized criticality exhibited in
Activated Random Walks.

This paper demonstrates a lower bound as well as a generic lower bound for
arbitrary distributions. This will be effective at further studying the models and
the finding themselves will help us better understand the model and get us closer
to acceptably bounding the critical density that tells us at what point phase
transitions occur on this model.

1 Defining Activated Random Walks

In this section we will define the Activated Random Walk for clarity. Various properties
of the model will be proven in later sections.

The Activated Random Walk (ARW) is defined by a grid of cells that are in a discrete
number of states.

For the purpose of this paper, when referring to the Activated Random Walk, we will
be referring to the cells as particles. We will also be referring to the specific instance of



the model where sites for particles can be labelled by an integer on Z. For additional
information, see [Rol20]

At every site v € Z There are a certain number of particles > 0.

Furthermore, every site contains an infinite set of instructions, of which the following
are defined:

I. The left instruction removes one particle for site v and adds one particle to site
v— 1.

II. The right instruction removes one particle for site v and adds one particle to site
v+ 1.

ITI. The sleep instruction will put the site to sleep only if there is one particle on
the site. If there is more than one particle on the site when a sleep instruction is
executed, the instruction does nothing. While the site is asleep, no instructions can
be executed. The site will “wake up” if a particle from a right or left instruction on
adjacent sites moves a particle to the sleeping site. Once this occurs, instructions
can again be executed on the site.

When no particles are on a site, no instructions can be executed. Once a particle has
moved to an empty site by executing instructions on other sites, execution on the empty
site can resume.

We can visually represent this form of the Activated Random Walk in a manner like
this:



R L R R L
L L L R R
S 5 R R R
5 L R R L
L R 5 5 L

Figure 1: ARW with 1 particle initially at all sites

In this example, we uniformly placed 1 particle at sites 0 through 4, as well as a set of
instructions defined below. We can begin to execute instructions. Below is one instance
of this action:
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Figure 2: Execution of instruction at site 0

In this example, an instruction was executed at site 0, moving 1 particle to site 1, as
the instruction was a right instruction. In this state, no instructions can be executed
at site 0.

We can now execute another instruction:
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Figure 3: Execution of instruction at site 4

In this example, an instruction was executed at site 4, moving 1 particle to site 3, as
the instruction was a left instruction. In this state, no instructions can be executed at

site 4.
This example can be taken to an arbitrary number of executed instructions.

As alluded to by its name, Activated Random Walks have a property wherein the order
of executing instructions is irrelevant to a certain state of the system. Only the number
of instructions executed at each site (given the list of instructions for these sites) is
important to encode the state of the system. That state is known as a configuration.

Definition 1. By taking the number of instructions we execute at each site to get a
certain configuration, we can get a function known as an odometer function, where our
mput is a site and the output is the number of instructions executed.

It must also be noted that the instructions are commonly generated via the following
parameters:
[. Right and left instructions are created with equal probability %
II. Sleep instructions are inserted between right and left instructions at a rate of 1%\,
where A is a parameter from 0 to co to modulate how often sleep instructions



occur.

You also place a cell at each site with probability p at the beginning of the process.
The example displayed above has this parameter set at 1, which means all sites have a
particle placed.

The version that takes place on Z as described above is the fized-energy model, and a
critical property of this model is that it can undergo what is called a phase transition

When p goes beyond what is called the critical density p., the model has been shown
to never fall asleep, and inversely is guaranteed to fall asleep below this parameter.

A version of the model that takes place on a finite boundary exists, wherein particles
that fall beyond the boundary are destroyed. When the system reaches a state where
all particles are destroyed or asleep, we add a new particle. This is called the driven-
dissipative model.

One of the defining features of the driven-dissipative model is that it exhibits self-
organized criticality. In this model, the process naturally converges to the critical
density.

[BGH18], [HRR23], [RS12] have shown that the critical density must be strictly between
0 and 1 with certainty, but finding the critical density is nontrivial, and so work is being
done to discover bounds for this critical density. We will discuss finding new lower
bounds in later sections.

2 Least Action Principle

One of the basic principles that can be proven about ARWs is the Least Action Princi-
ple. This principle is associated with the property of sites being “stable”. When site v
is stable, There are either no particles on the site or 1 sleeping particle. In either case,
instructions cannot be executed at the site, and so it is stable.

2.1 Definitions

I. For an ARW with sites on the integer line, let a legal execution of an instruction
be one executed on a site with at least one nonsleeping particle.

II. o(v) is a function defined by stating the number of particles on a site before
executing any instructions

II. wep(v) is a function defined as the number of left instructions executed on a site
within the first u(v) instructions, where a particle on a site is moved to the left
adjacent site

IV. uign(v) is a function defined as the number of right instructions executed on a
site within the first u(v) instructions, where a particle on a site is moved to the
right adjacent site



V. Let the odometer resulting in a stable configuration u(v) be one that meets the
following requirements,

(1) 0(v) = weri(v) + e (v + 1) = Urign (V) + Unigne (v — 1) € {0, 1}
(i) If the quantity defined in (i) is 1, than instruction u(v) was a sleep instruction
We can call this a stabilizing odometer.

The Least Action Principle Claims that if we were to execute instructions until we
reached a stable configuration, we must have executed a smaller or equal number of
instructions at every site than any stabilizing odometer.

Theorem 2.1 (Least Action Principle). Let u*(v) be the number of instructions exe-
cuted at site v for some sequence of legal instructions executed that results in a stable
configuration

Let the odometer resulting in a stable configuration be called u(v)

For any u(v), u*(v) < u(v)

Proof. In this model we begin executing instructions until each site is either stable or
we have executed u(v) instructions. Call the odometer function that counts the number
of instructions executed this way for each site v w(v)

Assume we have a site @ where we have executed u(«) instructions but have not satisfied
(1) and (ii) for stability. So, u(a) = w(a).

Because it is known how many instructions we have executed, we know that
wese(r) = wiepe(a)

Uright (05) = Wright (Q)

Because we have executed u(a) instructions on site o, we know we s () and wigne ()
While we are unsure of the number of commands executed by site « — 1 and o + 1,
we know that the total number of commands executed by those sites is bounded by
u(a — 1) and u(a + 1), respectively.

wla—1) <u(la—1)

w(la+1) <ula+1)

By this fact, we also know,

Wiept( — 1) < wgepe(a — 1)

wm’ght(a + 1) S um’ght(a + 1)

Thus,



U(O./) — wleft(oz) + ’LUleft(Oé + 1) — wmght(a) + w”’ght(a — 1)
< o(a) = wepi(@) + epi(a + 1) = Upigni (@) + Upigni (0 — 1) (1)

We know u(v) is stabilizing, and thus satisfies (i) for site a

We claim:

o(a) = uept(a) + wepe(a + 1) = Upight (@) + Upigne(a — 1) € {0, 1}

Because o () — wiept(@) + wiepr(a + 1) — wyign(@) + wyigne(a — 1) counts the number
of particles on site a after executing a valid sequence of instructions, it is nonnegative.
o(a) — Wiept() + Wiept( + 1) — Wright (@) + Wright(a — 1) > 0. By inequality (1), the
value of this equation gives us 0 or 1, satisfying (i).

If there are 0 particles on the site, then (ii) is true for w(v)

Because u(«) instructions have been executed at site «, and the configuration repre-
sented by u(v) is stable at all sites, then assuming the number of particles at site « is
1, then instruction u(«) was a sleep instruction by (ii). Thus the site a satisfies (ii) if
there is 1 particle at a for w(v).

In both cases, the conditions at site « satisfy conditions (i) and (ii) for w(v), the site
is stable, which contradicts our assumption that site o was not stable.

Thus it must be that the odometer function u*(v) represented by executing instructions
legally until we reach a stable configuration is bounded by an arbitrary stable odometer
function u(v) that satisfies the conditions for stability. u*(v) < u(v) for all sites v € Z
and for any arbitrary wu(v) O

Definition 2. If an odometer satisfies the Least Action Principle, we call it a true
odometer function

Corollary 2.1.1 (True Odometer Functions are Unique). Let u*(v) be the number
of instructions executed at site v for some sequence of legal instructions executed that
results in a stable configuration, also known as our true odometer function. There is
only one u*(v)

Proof. Assume there are two odometers u*(v) and u**(v) that satisfy the Least Action
Principle.

Then,



The above is true for any arbitrary odometer u(v). Since u(v) is an arbitrary stable
odometer function, it can be u*(v) or w**(v). Thus it must be that,

u*(v) < u*(v)
u(v) < u*(v)

Thus,
u”(v) = u*(v)

]

3 An Algorithm for Generating Stabilizing Odome-
ters

We choose to explore generating stabilizing odometers given some basic information
about our system as a means of applying the knowledge of the system as well as set up
the connection between ARW and Layer Percolation.

If we have the instructions for sites 0 to n, as well as the number of instructions executed
to reach stability at site 0 and the number of particles that have moved from site 0 to
site 1 (defined as our net flow), as well as o(v) for all sites defined, we can construct
the possible stable odometers, starting with the single stable site at 0 and applying our
algorithm to construct a tree of possible stabilizing odometers for the sites we have.

To concretely explain this, imagine we have the following instructions on sites 0 through
2

Site 0: SRSSLLRLRLRRLRRLRSLRRLSRR...
Site 1: RLSLRRSSRLRSLLRRLRLRSRSLR...
Site 2: SLRRLSLSRLLRSLLSLSRRSLLSRRSRRSLSLRR...

We give ourselves starting conditions to establish the stability conditions of site 0,
moving to subsequent sites to stabilize each site one at a time. The conditions we give
ourselves are that Vv € {0,1,...,n}(c(v) = 1). We give ourselves a net flow of 2 and

u(0) = 20.

Because we have a net flow of 2, it must be the the particles we give to the next site
must be 2 more than the particles the next site gives us, so:

uright(o) - uleft(]-) =2

Since u(0) = 20, we know exactly how many right instructions were executed by count-
ing, which in our example is 9, and so the number of left instructions is 7.



Going to site 1, we must look at the instruction number that is associated with 7 left
instructions. By counting at site 1, we can easily deduce that u(1) € {19, 20,21, 22, 23}

We can then analyze the state of the system for each instruction count.

At u(1) = 19, the instruction executed is a left instruction. Since we are generating a
stabilizing odometer, we need to be stable at site 1, and since the last instruction is a
left, we must have 0 particles remaining at site 1. Snce we know we started at 1 particle
and gained 2 by our net flow, we must lose 3 particles to the next site. So:

uright(l) - uleft(Q) =3

Since we know we have executed 19 instructions in this scenario, we can count the
number of right instruction executed at site 1, and so we get u;gn(1) = 8.

Knowing this, it is obvious that w,s(2) = 5 to balance our equality.

For another scenario, we can look at u(1) = 21, in this case, the last instruction executed
was a sleep instruction, which means we must have had at least 1 particle remaining.
We received 2 particles from site 0, and so our net flow at site 1 is now 2.

uright(l) - Uleft(Q) =2

Counting right instructions, we get u.ign:(1) = 9. From there, wep(2) = 7.

Apply the algorithm recursively, we can generate stabilizing odometers for a finite set
of sites in the form of a tree.

4 Introducing Layer Percolation

Layer Percolation is a stochastic process that is distinct from ARW but can be used to
derive important details about ARW.

Layer Percolation operates in steps involving a grid of cells (much like ARW) but follows

a new rule set.

4.1 Overview

Start with a graph defined by 2 axes, the R axis and the S,, axis. Start with one cell
at (0,0).
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Layer Percolation Graph

Figure 4: Initial State of Layer Percolation Model (Step 0)

Subsequently, we will define a layer shape for our next step, which we will label step
1. In order to generate layer shapes, we build shapes of cells by the following two
conditions:

I. Designate the width of your shape by sampling a random variable from the Dis-
tribution 1 + Geo(%). The number sampled results in a bottom layer of cells.

II. For each cell on this new bottom layer, sample from Ber(p%\), it 1 then add a cell
on top of the cell you are currently sampling for from the bottom layer. Otherwise

do nothing.

To demonstrate this in effect, here is a basic layer shape as defined by these rules:

11



Step 1
Shape 1

Figure 5: Example Layer shape

Insert this layer shape in place of the original cell, we get the following result:

12



Layer Percolation Graph

Figure 6: Step 1 Percolation Graph

Now for the next step, we define layer shapes as before, but we must define multiple
for the coming step.

We must first separate the grid into diagonals. Cells belong to the same diagonal n if
the sum of their coordinates on the S,, and R are n.

As an example if there are two cells in a graph that have coordinates (3,2) and (5,0),
they both would belong to the same diagonal 5.

For each diagonal that contains at least 1 cell, define a layer shape. For the next step
in our example, we must define 3 layer shapes.

13



Step 2

Shape 2

24 2 Shape 3

0..._,_0 01 2 3 4

Figure 7: Layer Shapes for Step 2

For each cell on a diagonal, insert a shape starting at the same .S,, height as the cell
that is inserting the layer shape. As before, diagonal 0 contains only the first cell,
which means inserting the first layer shape at (0,0). Subsequent diagonals insert their
layer shapes at the final R coordinate where the layer shapes of the last diagonal fell.
Thus each layer shape overlaps with the layer shape that came before and after it by 1
column. Here is what step 2 would look like once performing these steps:

Layer Percolation Graph

" _

Figure 8: Step 2 Percolation Graph

This process is repeated as many times as you would want to simulate.
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4.2 Significance

Earlier research has found that these layer percolation graphs can provide insight into
ARW. Particularly, there is a connection between Layer Percolation and the algorithm
performed in the last section to find stabilizing odometers. For example, you can
see the bottom layer of cells in our layer shapes as the number of right instructions
before the next left instruction, as knowing the number of right instructions following
the amount of left instructions known for the next site in our stabilizing odometer
generating algorithm allows us to trace how many paths each level takes in the tree of
possible stabilizing odometers.

In terms of the upper layer of cells which can be generated over the base layer of the
layer shape, this corresponds directly to a sleep instruction following the number of
right instructions specified by the base layer up to and including the column of the
relevant cell.

Understanding the layer shapes as a result of the trees generated by our algorithm
allows us to understand why the layer shapes are defined by diagonals of cells rather
than individual cells. A sleep instruction forces you to leave a single cell, requiring
an extra cell to maintain the balanced equation. The adjacent diagonals would all
correspond to the same segment of instructions at the next site.

From this, we could see the layer shapes as a segment of instructions. As an example,
looking back at 4.1, we can derive the set of instructions as being “LRRS” (where every
segment starts with a left instruction by the nature of how we get our segments).

In [HJJ], it has been shown that the critical density of the driven-dissipative model is
equal to a constant p* that is defined as the limit of the highest row reached at step
n (worded differently, the limiting growth rate). We also can show that various other
models of activated random walk relate to this constant in the same way. For example,
the fixed-energy model on the integer line has a phase transition at some critical density
pe- it has been proven that this critical density p. is equal to p*.

4.3 Finding a Better Lower Bound

Knowing all this, if we can bound the probability at which the model will rise, we can
bound the critical density.

We can start our search by realizing that every layer shape is a chance to rise up a
level. Given that there is at least 1 cell at a certain level of S,,, we know that there
will be at least one layer shape generated at that level. So a bound is minimally the
probability that a single layer shape has a height of 2 given the parameters for creating
a layer shape.

We know that the width is generated by sampling from 1 + Geo(%) and each of these
cells has a second cell above with probability 1%\

It suffice to take 1 minus the probability the shape does not have a height of 2.

By summing the probabilities of each width generating no second layer, and subtracting
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this value from 1, we can achieve a better lower bound for the critical density:

o0

1. A 2\
1- (21— i =
2(2)< 1+)\) 1+2A

=1

. 2) A A
Since Tr2x — T+x  (den(i+2n)
have achieved a better lower bound.

. . . 2)\ )\
it is obvious that Toox — I > 0 for all A > 0, thus we

4.4 Generalizing the Bound

We can take our lower bound and extend it to any probability distribution 1 + Geo(%)
where n > 1 by solving for:

1. A o nF+nA—2
1-— =) (1 — b=
;(n)( 1—|—)\) n+ni—1

4.5 Further Work

We can utilize what we know about conditional probability to uncover the biased distri-
bution for when the shape generated does not rise. Intuitively, this distribution should
result in smaller shapes than the distribution that makes no assumptions about rising.

To derive this distribution, we need to calculate the probability that the width of a
shape R = n given that we do not rise. We can utilize Bayes’ Theorem to make this
calculation:

_1
142\

PR =n|S=0] = (x)"6)" _ (2(11A)> (14 2X) 2)

Equation 2 can be written as and corresponds to a geometric distribution 1+Geo ( M)

242X
This gives the biased size distribution of the shapes assuming we don’t rise.

Furthermore, we can attempt to uncover the probability that at the second step of layer
percolation, when we create layer shapes for each diagonal of cells from the first layer
shape created, we do not rise:

- 1 : i—1 p
Z(1+2/\) ) (L=p)" = =55

1=1

Where p is the arbitrary probability associated with the geometric distribution of our
first layer shape width from step 1.
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